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Abstract — This article dwells upon a method of classification of broadband stochastic signals that can be easily
implemented and is fairly efficient. Seismic signals of relaxation phenomena in the region of open-pit mining

are considered as signals of this type.

1. INTRODUCTION

This article is devoted to the description of an effi-
cient algorithm of classification of stochastic signals of
a poorly studied nature. This algorithm implements a
procedure of learning with a teacher, which gives clas-
sification of stochastic signals on the basis of implicitly
formulated criteria. An expert that is able to classify
signals with a high percentage of correct outcomes on
the basis of poorly formalized information that implic-
itly characterizes the physical essence of detected sig-
nals, plays the role of the teacher. In this case, the
method proposed allowed one to effectively imitate
actions of this ‘expert. The recognition system con-
structed on the basis of the principle presented in the
article has the ability to operate in real time. The pre-
sentation is based on an example of solving the prob-
lem of recognizing seismic signals entering a system of
spatially distributed seismic pickup units that are parts
of a system that ensures security of underground works
in a region of open-pit mining. The system is suited for
tracing technological discipline in exploiting open-pit
mining, as well as for tracing and timely discovery of
catastrophic change of state of shock hazards in the
region of mining. To solve these problems, it 1s necessary
to solve an additional problem of recognition of types of
seismic signals and noise entering the registration sys-
tem. The system of classification of stochastic signals
described 1n this paper functions as a part of the system
of security support for underground works in the region
of open-pit mining of the Komsomolskii mine

(the Noril’sk seismic station, Noril’sk industrial region).

2. SYSTEM OF NOTATION AND DEFINITIONS

We introduce the following notation:
S is the set of objects to be classified;

Sg is the set of objects presented for examination,
SgcS ‘

S is the set of objects that belong to the ith class,

t : ¢ Z
SO =8S;1 S = §,and NS = {D}.
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t is the number of classes of phenomena set by an expert
a priorl.

In practice, the object of observation is usually not
observable. Therefore, the study of this object is carried
out on the basis of its actual measurable images. In our
case, a set of multidimensional frequency-temporal
seismic signals accepted by a system of spaced seismic
sensors were analyzed as such images. For a signal, a
scalar function of its image is called its partial formal
attribute. Assume that there exist m such functions.
In this case, a particular object corresponds to an
m-dimensional vector whose elements are numerical
values of partial formal attributes of this object. Every
ith element (the ith formal attribute) of this vector is
measurable in the corresponding metric space D(i).
We denote the entire space of formal attributes by P,

where P = H;’; . (d)D(i) and H(d) denotes the
Cartesian product.
We introduce the following notation:
i(s) 1s the image of an object s € S;
I is the set of possible images of objects s € S;

E(s) is a graphic representation of i(s) € I;
f(i(s)) is the vector of formal attributes of the object
s € S computed by the image i(s),

VS e S3f(i(s)) € P

F is the set of admissible vectors of formal attributes of
objects,
F={fe P"|Vfe F3(i(s)e I,se S): f=1(i(s))};(1)
JL(x, A) is the membership function for an element x and
the set A; .
pi(x, y) is a metric in D(i); x, y € D(J).

Elements of the attribute space that correspond to

- certain objects from S are randomly implemented in the

process of observation and are measured in the Borel
probability space O = (P™, §, P). Moreover, let
I denote the set of images of objects to be examined,;

Fg denote the set of vectors of admissible formal
attributes of objects from Sg depicted by elements of Ig;

M() be the matrix of expert estimates; the columns of this
mﬂtﬁx are vectors (u(gu S(l)) p-(gis ‘5(2)) win u'(;r" S(l')))"l"
where the quantity j(s;, S®) denotes the membership
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degree for an object s; € Sg having the graphic image S;
with respect to the set S®, or in other words, with
respect to the kth class of phenomena;

Sg be the set of graphic images of elements of the set I.

3. STATEMENT OF THE PROBLEM

Consider the situation when, for any formal attribute
fthat is a component of the attribute vector f, an a priori
expert estimate of the amount of resources (computa-
tional, material, etc.) required for using this attribute in
solving classification problems is known. We denote
this value by the symbol C (f), and by T(f), we denote
the sum of the values of C(-) that correspond to a par-
ticular vector f. Obviously, T(f) is equal to the amount
of resources needed to implement the recognizing pro-
cedure that uses the vector f. The value G equal to the
maximally admissible amount of resources needed to
implement the procedure of automatic classification is
known.

Observing images i(s) € I of classification objects

s € S with a matrix M(z) of expert estimates at hand, we
need to solve the following problems:

(1) construct a procedure of automatic classification
of objects s € S and propose estimates of the quality of
classification solutions,

(2) construct an effective procedure for estimating
the vector

(s, S A, 8% ... (s, SO))T

for an arbitrary s € S,

(3) propose an optimality criterion for solution of
problems (1) and (2),

(4) choose a vector of formal attributes £*(-) such
that it allows one to obtain a solution to problems (1)
and (2) that 1s optimal in the sense of the chosen opti-
mality criterion and obeys the inequality T(f¥) < G,

(5) propose particular metric spaces where formal
attributes for automatic classification of seismic signals
can be measured.

Problems (1) - (5) should be solved under the condi-
tion of the absence of a priori information on the
degree of mutual dependence between the values of
particular formal attributes and the number of the class
to which the object under study actually belongs. In
doing this, we should take into account the fact that the
attributes of objects are possibly dependent both in the
probabilistic and in the usual sense. However, a priori
information on these dependences is also absent. In the
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case considered, the objects of classification are seis-
mic signals whose sources are natural or artificial phe-
nomena (rock shocks, processes of spontaneous crack-

ing of rocks, technological noise, etc.) i

4, LEARNING OF THE SYSTEM
OF AUTOMATIC CLASSIFICATION

Consider a situation when stochastic signals coming
from sources of a poorly explored nature are observed
within the framework of a monitoring system. The
images of these signals constructed in various coordi-
nate systems are visually observable. An expert—opera-
tor has great experience in classifying observed signals
using their images. This fact permits a priori determi-
nation of the number of classes of sources of these sig-
nals. Naturally, since expert—operators are usually not
specialists in the domain of pattern recognition, they
are not able to give a formal means of automatic classi-
fication of observable signals. The operator is only able
to construct a training sample that carries information
concerning the correspondence of visually processed
signals to some of their formal attributes, the set of
which is formed in advance by designers of the classi-
fication system. The choice of the optimal set of formal
attributes for describing the objects of automatic classi-
fication is a separate problem, whose solution will be
proposed in our next paper. We note in advance that the
designers of the classification system are not specialists
in the visual classification of seismic signals. However,
they have an a priori opportunity to form an admissible
vector of formal attributes of classified signals. This
vector is usually redundant for the solution to the prob-
lem stated. However, special methods for diminishing
the redundancy of this vector do exist. One of these
methods will be described below. Components of this a
priori formed vector are certain real functions defined
for its digitized realization (spectral features, amplitude
features, etc.).

Consider a concise general scheme of processing
information at the stage of pattern-recognition learning.
A diagram of this procedure is presented in Fig. 1.
Here, the function q maps the set of objects Sg to be
examined by the expert onto the set of images of these
objects Iz. The function f maps the set I onto the set of
admissible formal attributes Fg. The function y maps

the set Iz onto the set Sy that consists of graphic images
of the elements of the set Ig. The function = maps the
set of formal attributes Fg onto the set of vectors of
expert estimates that constitute the matrix M(z). This
matrix has the following form:

s 65" 1w 'Y v 1y 5

M) = | BGL SP) 16 8P) o 16, 5P |

us, ") i P
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Here, the quantity z denotes the cardinal number of the
set Sg. The expert forms the matrix M(f) by analyzing
graphic representation of images of several objects
found a priori by the system of registration of seismic
signals. If the physical nature of these objects is known,
for example, if it is a priori known that the graphic
image of a technological explosion is analyzed, the
expert should form a column of the form

M), = 0,0,0,0, ..., 1, 0,0, 0)

in this matrix. Here, unity corresponds to the class of
objects of the type “technological explosion” and { is
the number of the column of the matrix M(7) equal to
the number of the group of images of the object ana-
lyzed. In the case when the source of registered signals
is not known in advance, the expert forms a column of
the form

e

T
M@, = { uGs S 06 5™ o 15, 8™ )
where the conditions '

4G, 59y e 10, 11, @
S uG,s”) =1 ®)
j 7

hold. Thus, in this case, the expert indicates the degree
to which the group of object images presented for
examination corresponds to characteristics of each of ¢
a priori possible classes of phenomena. The correspon-
dence degree of the images of the ith object to the char-
acteristics of the jth class of phenomena is estimated by

the value p(s;, S¥), i.e., by the membership degree of

the element s, with respect to the set SY. To make the

input of expert estimates easier, a special program shell
was designed, which allows one to fix membership
coefficients of an object with respect to any of ¢ classes

in a convenient graphic form while automatically trac~-

ing that conditions (2) and (3) are satisfied. The expert
can observe the graphic image of this object on the
display.

Consider an arbitrary element u(s, S®) of the
matrix M(z), which is by definition the degree of mem-
bership of the object s in the class % and reflects the
subjective opinion of the expert on the conformity of
the graphic images of the object to be examined to the
features of the kth class of phenomena. As was men-
tioned above, every object s can be described not only

by its complete digital images but also by a vector of

formal attributes f(s). Obviously, since a description of
this type is more compact, it implies loss of useful
information on object images. However, it is this

description that is convenient for processing and stor-

ing the information about objects being analyzed in the
computer memory. Eventually, by definition, the
images of objects do not contain complete information
on the essence of phenomena that generated them.

S} —3 o () ot () —Z M)
Fig. 2.

Thus, the following set is admissible for automatic pro-
cessing after examination:

H = {(f(s;')r (M(I)),) I (sj & SE) } ’

where

(M(0)), = (u(si, SU) (5, SP) .. p(s,, SOYT.

It is convenient to consider the function = as a func-
tion that maps the set F onto the set

M= {{uG S"), uG, 8?), ..uG, 8N | se S}

and that is given only by a set of support points H. For-
mally, we can consider the stage of learning complete
after formation of this set.

5. ALGORITHM OF AUTOMATIC
CLASSIFICATION

At the stage of automatic classification, it is neces-
sary to solve the problem of reconstruction of the func-
tion Z from the set of data that forms the set H. To solve
this problem, we used the method of kernel local
approximation [1]. However, before we proceed to its
description, consider briefly the scheme of information
processing at the stage of automatic classification.
A diagram of this procedure is presented in Fig. 2. Here

I is the set of all possible images of objects from S,

F is the set of admissible vectors of formal attributes of
objects from S,

S is the set of graphic images of elements of I,
M is the set of possible expert estimates that correspond

to the sets S and F. _
The functions q, £, and y have, generally speaking,

the same meanings as before. The function Z is an
approximation of the function =, In this case, a seismic
signal i(s) € I, which is an image of a phenomenons € I,
enters the system of preprocessing for obtaining the
vector of formal attributes f(i(s)) € F that correspond to
this signal. This signal is simultaneously displayed on

“the control graphic monitor in the form y(i(s) € S.

Next, starting from the value of the vector £(i(s)) and

—

using the function =, we compute estimates of the
membership degrees of the identified phenomenon

“with respect to each of t a priori defined classes of phe-

nomena. A solution is obtained in the form of a
t-dimensional vector with real components. A phenom-
enon is considered to belong to the ith class if the ith
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component of this vector is the greatest with respect to
the remaining (¢ — 1) components.

As was mentioned above, we used the method of

nonparametric local approximating the kernel type {1]
for approximation of the function Z(-). We schemati-
cally describe the methodology of application of this
technique for the case under study.

Consider the vectors

Ty = (T L) T ) ovn Hix 1)) € R
f,xe R,

ie {1,...,m},

Tix,y) = [JI [pléxd 3008 1: v.xe K", (4)
k=1

Here, A=(8,, §,, ... 9,) € R™is a parameter of locality;
the quantities X, f; € F, where f; ¢ Fg, are measurable in
the probability space; the record {a); denotes the ith
component of the vector a; x is the vector of formal
parameters of the processed signals, and J(-) is a bell-

shaped, square-integrable function whose particular

form will be defined below.
Following the method of nonparametric local kernel

approximation, we use the function Z.(f, A) € R”,

fe F as an approximation of the function =(s).-

The former function is defined as follows:

2.(f,4) = MOT( (TeT]
ef=(1,1,..1)eR.

The function J(-) is used as a kernel function J(x) =
exp(=1x[).

Choice of approximation parameters. Consider
the functional Y (A) that characterizes the precision of

L

the model E (£, A) according to its errors in the set of
support points H:

v = Y 568 -Moj,

fieFg

Here, |||, denotes the matrix norm of the matnx.
The function Y,(A) features interpolation properties of
the estimate = (f, A) and makes it poséible to apply this
estimate for the values f ¢ Fg, i.e., values that are dis-

tinct from the nodes of the set H (which gives rise to

the estimate). In this case, the optimal value of the

locality parameter A* is obviously defined in the fol--

lowing way:
A* = arg inf Y (4).
arg il Y4
Since particular formal attributes may belong to var-

jous metric spaces or have various physical dimen-
sions, to use the method of nonparametric local approx-
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imation, we should perform a special scaling of formal
attributes. We assume that

VY 3q|, gyeR :VieF: (f)e [g)ql.

in)

In this case, following [1], the procedure of scaling
will consist in the substitution of the quantities R({x)))
and R{{y),) for the quantities {(x);and (y) i € {1, ..., m},
in expression (4), respectively. Here,

R(s) = [s—0.5(g} + )] 0.5z —g]
ie {1,...,m}.

Criterion for making decisions concerning signal
classification. Let B denote the set that consists of pair-
wise-distinct vectors, where the components belong to
the set N = {1, 2, 3, ..., NV}, and the dimension of ele-
ments of the set B does not exceed the value N. Thus,

N
B = (UB'i), where B'(i) = {be Ni|VP,

i=1
b e BG): Y WY, (0")) <]
iJ

N' is the i fold Cartesian product of the set N,

N={1,223,..N}, B()=N,
gy _ ) 1, for b'=0b"
B, o) = 0, for b' #b".

Assume that every component of an arbitrary vector
f € B denotes a particular formal attribute. Then, by
Y,(A*|f) we denote the value of the functional Y (A*)

constructed for the approximation =, (f, A) when using

the set of formal attributes that corresponds to the vec-
tor f € B. The quantity Y (A*|f) characterizes the pre-

‘cision of the approximation of the operator =( |

obtained on the support set M(¢) when using the vecto
of attributes f € B. Hereafter, if a set of formal attribute:

f & Bis used in the approximation éz(f, A), we wil

write Z (f, A|f). We assume that, in the definition of the
vector of estimates

wi) = (Ga 8™, Gy S) o 1G5 ST,

- the expert should ensure that a unique maximal compo:

nent of the vector ws, exists. This naturally ensures the

unigueness of the classification of the pattern 5; carrie
out by the expert. We denote this component b

‘Max(ws;) and the index of this component by

IND(Max(ws;)). For every column (M(s)); (j is the
number of the column) of the matrix M(z, U) of exper

estimates and every column (éz(f, Al f))}. of the matri;

1995
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é:(f, Alf), we define the values IND(Max((M(z, U)))

and IND(Max((éz(f, A|f));), respectively.

We propose the following rule as a criterion for
making decistons about the membership of a classified
signal with respect to a particular class: the quantity

IND(Max((Z_(f(s), A|D);)) is considered the number of
the class to which the classified signal s belongs. Thus,
making a decision in accordance with this rule com-
prises classification.

Estimation of the classification quality. It seems
quite natural to use of the values of components of the

function (Z_(£(s), Alf)), for estimating the quality of
classification of the signal 5. In this case, in accordance
with the decision criterion for classification, the value

of (Max({.?: LG, Alf)};) should be considered an esti-
mate of the membership degree of the signal s with

respect to the class IND(Max((Z, ((s), -));)). The greater
its absolute value, the more reliable the results of the
classification should be considered.

Choice of the attribute set for describing the
objects to be recognized.

Consider the following real function:

Mb) = 100 (1~ T | IND(Max (M, 1))

~ IND (Max ((Z, (£, A b)}))| /2).

Here, z is the cardinal number of the set Sg, which con-
sists of signals to be examined. We now determine the
meaning of this function. On the set of signals S, we

define the quantity ~ equal to the percentage of coinci-
dence of classifications made by experts with classifi-

cations obtained using the approximation Z.(|f). The
definition of the function A(-) implies immediately that
r = Mf). We can now define the procedure for choosing
the vector of the formal attributes £* that provides the
most effective functioning of the classification proce-
dure under a priori preset restrictions. Recall that the
quantity Y.(A*|f) may play the role of a quality index
of the reconstruction of the function Z(-) in the support
set H when using the vector of attributes f. Therefore,
the optimal vector of formal attributes £* should satisfy
the condition

Y8 ) = miny & 1D, o

On the other hand, for chosen criterion of signal
classification, the function A(f) directly characterizes
the efficiency of the classification algorithm within the
support set H. Therefore, it is desirable that the follow-
ing condition holds:

£% = arg min U(MD), ©

where the function U() is positive, continuous and mono-
tonically decreasing in the interval [0, 100]. Taking into
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account the fact that A e [0, 100), the function U(x) =
I/]1 + x| can be used as the function U( ). Recall that

- the vector £* must obey the inequality

T(f*) < G. 7)

In the general case, the vector f* that simultaneously
satisfies conditions (5) - (7) may not exist. However, a
suboptimal solution of the problem of choosing formal
attributes 1s always possible. In this case, we solve the
problem of searching for a vector f* that renders mini-
mum to the functional Q(f) = (R{Y,{A*|D)} +
R{U(A(f))}) over the set B and ensures the validity of
the inequality T(f*) < G. Here, R(x) is the scale func-
:’i(i? of the parameter x. This vector may be defined as
ollows:

= arg mip W(f| G).
Here, W(f|G) = E(G, HQ(f) and

x<,for T()>G

BGD = 10 for T <G.

6. EXAMPLES OF SPACES OF FORMAL
ATTRIBUTES FOR AUTOMATIC
CLASSIFICATION

Consider several variants of special transformations
over realizations of noiselike finite signals that allow
one to use the results of these transformations as formal
attributes in automatic classification of initial signals.

6.1. The Space of Structural Characteristics

Every finite signal s detected is characterized by the
moment £, of its beginning and the moment 7 of its end.
Let for some € > 0, the variable r denote the maximal
number of nonintersecting subintervals of duration ¢
that entirely belong to the interval [1;, fz]. Hereafter,
realizations of a signal that correspond to these subin-

‘tervals will be called fragments of the signal. We denote

this set of intervals by L(s). For every { € L(s), consider
an energy characteristic of this signal, e.g.,

E() = Zsz(t)/e.

rg !

Here, s(2) is the discrete count of the signal s that corre-
sponds to the moment ¢ € [, 7). By A(/, 1), we denote
the function whose value is the number of intersections
produced by the observed realization of the signal s and
a constant level 1 in the interval / € L(s). Let the set of
observed images of signals Ig play the role of a training
sample. Every signal s from Sg is naturally related to
the set of pairs .

J(s) = {(E(D), A7) 1€ L(s) }.

No. 3 1995



490

Moreover, let

JSg) = U J(s).
€ Sg

Using any one of the known methods of clustering [2],
we partition the set J(Sg) into n clusters. The number n
is determined in an optimal way on the basis of intrinsic
tendencies of clusterization that manifest themselves in
attempts to partition the set J(Sg) into different numbers
of clusters. The methods of determining the number n
are thoroughly described in [2]. Furthermore, every
cluster is assigned a symbol of an alphabet (e.g., a letter
in a Latin alphabet), In this case, syntactical description
of a signal will be based on representing the realization
of this signal in the form of a sequence of its fragments,
each of which belongs to one of n clusters. Therefore,
to define a syntactical description of a signal, it is suf-
ficient to define the sequence of clusters that include
the corresponding fragments of the signal. Thus, we
uniquely determine the sequence of symbols of the
chosen alphabet; this eventually provides a syntactical
description of this signal.

Definition 1.

Let £ and £ be two sequences of characters that con-
sist of symbols of the alphabet A. For £ and € we intro-
duce the following three types of admissible transfor-
mations over the set of sequences of symbols from A:

~ substitution,
Eae — [T(s, a, b)) — Ebe, a = b;
— exclusion,
Eag —= {T(d, @)] — &¢;
- inclusion,

e — [T, a)] — Eae.

For any pair of sequences £ and 9, we define the
path J from & to O as follows:

JE—=8)=T(1)- T(2) - ... - T(n}, )
T(i) € {T(S, ')! T(dr ')1 T(ir ')} ®

The number LEN[J(§ —= 8)] = n of admissible
transformations that occur in composition (8) is called
the length of the path.

Definition 2.

The Levenshtein distance D(E, 0) is defined as the
least number of transformations, whereby the sequence
6 can be obtained from the sequence & [3]).

Each transformation described above is put in corre-
spondence with a positive function W(:), called the
weight of trapsformation in the sequel. Obviously, the
operations of exclusion and inclusion have greater
weights. For these operations, the Euclidean distance
between the origin of coordinates and the center of the
cluster, where the character considered is excluded
(included), can be taken as the weight function, It is
expedient to use the distance between the centers of the
clusters that correspond to the interchanged characters

TIMOFEEV

as the weight function for the operation of subs
The weighted path length is defined as the sur
weights of constituent admissible transformatic

LEN [+, JE — )] = 3 W().
izl
Here, W(i) is the weight of the ith transform
composition (8).
Definition 3.
The number

D(+,£ 6) = min LEN [*, J( — ©)]

is called the weighted Levenshtein distance.

To determine the distance D(*, -}, one can
method of dynamic programming,

Thus, it is admissible to use the distance
whose metric properties are trivially tested, as :
in the space of structural characteristics.

6.2. Subspace of Spectral Characteristic

Let F(n, f) € R™ be an estimate of the spec
the signal power constructed by 2n points of n
ments starting from the rth point. For noiselike
it is quite expedient to assume that the element:
belong to the space of n-dimensional vectors 1
Kendall metric d,(), which is, by definition, rob
respect to random fluctuations of component:
vector F(n, t). Recall that the distance betw
n-dimensional vectors Fi(n, 1) and Fi(n, 1) i
mined in this space in the following way:

AFi(n, 1), Fon, 1)) = 1=2/ (n(n~1)) D £
I<k
1 (Ffn, 1), < {Fin, 1),
AJ:J: = ¢l ' (Fj(nr I)){:" (Fj(n) I)>k
0, (Fjn, 1), = (Ffn, 1)),

4

The use of the sequence of vectors F(n, 1,),
.o F(n, 1), 1, € {8y, 1], which we denote by F(T.
[0, ], as a formal attribute 1s promising for fir
nals. This sequence characterizes fairly w
dynamics of frequency-temporal properties of t
sified signal.

In this case, the function

Py (F (T, n), Fy(T, m) = 3 dy(F\(n, 1), Fy
teT

can be used as a metric,
The properties of the metric p,(-) are easily

PATTERN RECOGNITION AND IMAGE ANALYSIS Vol. 5 No. 3
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7. RESULTS OF PRACTICAL APPLICATION

The described method of recognizing stochastic sig-
s implemented in the form of a subsystern of auto-
tic classification of seismic noise now successfully
jctions as a part of the system for automatic security
underground works at the Komsomol'skii mine
oril’sk industrial region). At the stage of adaptation
the recognition subsystem the samples of signals that
resent the most probable classes of noise that enters
- input of the subsystem of signal registration accom-
1ying the functioning of open-pit mining were intro-
~ed.
The following classes of signals were considered a
art,

(a) technological noise, including the noise of drill-
' equipment, punchers, pneumatic drills, blasting,
: chutes, and dnlling;

(b) notses of relaxation processes, including local
cking of rocks and mining shocks.

Technological noise was represented in the training
nple by 20 realizations of signals of each type.
laxation processes were represented by 25 realiza-
ns of rock cracking and 10 realizations of mining
cks. As a result, the following statistic of the quality
classification was registered during the period from
tober 10, 1991 to March 30, 1992:

(1) technological explosions: 100% correct classifi-
ion, the size of the test sample was 700 signals;

(2) ore chute: 95% correct classification; in the other
, of the cases, ore chutes were misclassified as
1ching; the size of the test sample was 460 signals;

(3) punching: 90% correct classification; in the
er 10% of the cases, punching was misclassified as
- chute; the size of the test sample was 600 signals;

(4} drilling: 100% correct classification; the size of
‘test sample was 156 signals;

(5) rock cracking: 92% correct classification; the
er 8% of the samples were misclassified as techno-
ical explosions; the size of the test sample was 1560
nals;

(6) mining shocks: from October 10, 1991 to
irch 30, 1992 only one mining shock took place; it
s classified correctly.

The test results were obtained according to the fol-
ving scheme.

(1) The next automatically detected seismic signal
s entered into the input of the classification system,
ere it was automatically classified and the moment
signal generation was fixed.

(2) Space coordinates of the source of the signal
re computed simultaneously with automatic classifi-
ion of the signal. Note that mining works are always
ried out in accordance with daily regulations woinea
- in advance. Based on the computed coordinates of
~signal source and the generation time of the signal
1 using the schedule of technological works, we can
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easily determine the technological type of works car-
ried out in a given spatial region of mining at a given
time. Next, we only need to compare the results of auto-
matic classification with the results obtained from the
spatial-temporal schedule of technological works. In
addition, experts—operators were involved in the proce-
dure of controlling the correctness of the results of clas-
sification. These experts analyzed visual images of pre-
viously classified signals and made conclusions con-
cerning the correctness of classification. This was
especially urgent for the classification of signals from
relaxation events (mining shocks and rock cracking).

Thus, the statistic presented shows fairly high prac-
tical efficiency of the technique proposed for classify-
ing stochastic broadband signals in the case of classify-
ing seismic signals of various nature.

CONCLUSION

Application of the algorithm for the classification of
stochastic signals proposed in the paper demonstrated
high efficiency. This conclusion is supported by the sta-
tistics presented in this paper. One of the main advan-
tages of this algorithm consists in the naturalness and
simplicity of the practical implementation of the
algorithm.

REFERENCES

1. Katkovnik, V.Ya., Neparametricheskie Identifikatsiya i
Sglazhivanie Dannykh (Nonparametric Identification
and Smoothing of Data), Moscow: Nauka, 1985.

2. Mandel’, 1.D., Klasternyi Analiz (Cluster Analysis),
Moscow: Finansy i Statistika, 1988.

3. Levenshtein, VI., Binary Codes Using Exclusions,
Inclusions and Substitutions of Symbols, Dokl. Akad.
Nauk SSSR, 1965, vol. 163, no. 4, pp. 845 - 848.

_____

PATTERN RECOGNITION AND IMAGE ANALYSIS Vol 5 No.3 1995




